# Face Aging Using Conditional GAN

StackGAN is a two-stage network. Each stage has two generators and two discriminators. StackGAN is made up of many networks, which are as follows:

* **Stack-I GAN**: text encoder, Conditioning Augmentation network, generator network, discriminator network, embedding compressor network
* **Stack-II GAN**: text encoder, Conditioning Augmentation network, generator network, discriminator network, embedding compressor network

\*\*\* INSERT IMAGE OF STACK-GAN ARCHITECTURE \*\*\*

The text encoder network

The sole purpose of the text encoder network is to convert a text description (t) to a text embedding
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The conditioning augmentation block
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Advantages:

* It adds randomness to the network.
* It makes the generator network robust by capturing various objects with various poses and appearances.
* It produces more image-text pairs. With a higher number of image-text pairs, we can train a robust network that can handle perturbations

STAGE-1

STAGE-II

TERMS TO READ UP ON

* diagonal covariance matrix
* upsampling